Channeling quantum information efficiently

To be understood over a crackly tele-
phone line, a person can try to speak
more slowly or loudly—or even repeat
phrases—to get the message across.

Indeed, noise affects all sorts of com-
munication, whether a radio broadcast
or the transmission of bits from one com-
puter to another, and researchers have
long sought to determine the most effi-
cient ways of packaging and transmitting
information so that it arrives in a form
intelligible to the recipient.

The use of photons, electrons, or oth-
er quantum particles to carry informa-
tion represents one potential communi-
cation channel. The sender encodes the
data as the quantum state of a particle,
and the recipient makes a measurement
on the particle to infer the original quan-
tum state. The laws of quantum mechan-
ics specify the maximum amount of in-
formation that the recipient can extract
per particle.

Now, researchers have demonstrated
that one can, in principle, approach the
theoretical maximum for transmitting
information via photons and other quan-
tum particles by carefully choosing how
the information is encoded, transmitted,
and decoded. The techniques work even
when environmental noise distorts the
message.

Benjamin W. Schumacher of Kenyon
College in Gambier, Ohio, and Michael D.
Westmoreland of Denison University in
Granville, Ohio, report their findings in the
July PHysicaL REview A. In a paper accepted
for publication in IEEE TRANSACTIONS ON
INFORMATION THEORY, Alexander S. Holevo of
the Steklov Mathematical Institute in
Moscow describes his similar analysis.

“These are interesting results,” says
Charles H. Bennett of the IBM Thomas J.
Watson Research Center in Yorktown
Heights, N.Y. Such work “is relevant to
communication, precision measurement,
and ultimately, perhaps, to quantum
computation.”

To transmit a string of digits, an appa-
ratus can generate photons whose elec-
tric fields vibrate in particular directions.
Scientists would like to find the most effi-
cient way to encode those digits.

One possibility is to use many distinct
polarization states of a single photon to
encode a large number of digits simulta-
neously. However, quantum mechanics
prevents the recipient from reliably dis-
tinguishing all those states to convert the
quantum information back into digits.

In 1973, Holevo proved a theorem
establishing the maximum amount of
information a recipient can obtain from a
transmitted quantum signal. Last year,
Paul Hausladen of the University of Penn-
sylvania in Philadelphia and his col-
leagues showed how it was possible to
get arbitrarily close to this theoretical lim-
it. The new results from Holevo, Schu-
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macher, and Westmoreland extend those
findings to signals distorted by noise—for
example, when photons pass through a
medium that rotates polarization angles.

In their article, Schumacher and West-
moreland suggest three complementary
strategies to get close to the limit. One is
to use long strings of photons to send
messages in blocks rather than as single
photons. The underlying idea is to encode
the message in units consisting of a cer-
tain number of photons each.

For instance, the sender can encode
information in three-photon units. If two
different photon polarizations stand for 0
and 1, a set of three photons could
encode 000, 001, 010, 011, 100, 101, 110,
and 111. Each of these eight combina-
tions, or code words, could represent a
particular symbol or letter.

To improve the reliability of decoding,
the second strategy is to employ only the
most distinguishable of the available
quantum states. Thus, it’s better to use
only the four code words 000, 011, 110,
and 101, which differ in two places from
each other.

The third technique is to insist that
the recipient of a message make a joint
measurement on a large number of pho-
tons. Measuring three photons at a time,
for example, can reveal more information
about their quantum states than study-

ing them separately.

Thus, by using long code words (cho-
sen for distinguishability) and an appro-
priate measurement scheme, it's possi-
ble to convey information at any rate up
to the Holevo maximum, Schumacher
and Westmoreland say.

The findings may give researchers a
better sense of how to encode and
decode information transmitted via quan-
tum particles and especially how to use
as little energy as possible to convey
information or even store it in a computer
memory. Putting the ideas into practice,
however, presents daunting obstacles.
For example, making a single measure-
ment on more than two quantum parti-
cles at a time remains a formidable task.

The new results from Holevo, Schu-
macher, and Westmoreland focus on the
capacity of quantum channels to carry
information expressed in ls and Os.
Because they can also be prepared in
mixed quantum states, photons and oth-
er quantum particles can be used to con-
vey information expressed in more com-
plex forms (SN: 4/10/93, p. 229). Such
mixtures of states are of particular inter-
est to those exploring the possibility of
developing computers that operate
according to quantum principles (SN:
1/14/95, p. 30).

“The quantum situation is more com-
plicated,” Bennett says. “It's frustrating
that we know only parts of the answer
yet.” —I. Peterson

Picky protozoa may sense poison in prey

When a person bites into horseradish,
it bites back—producing a stinging sen-
sation that deters many people from tak-
ing a second mouthful.

Activities like the chomping action of
teeth destroy barriers inside a plant cell
that keep certain enzymes and sub-
strates separate. When mixed, these
molecules produce chemicals that can
protect the plant from being eaten by
would-be predators.

Now, researchers report that single-
celled organisms may defend themselves
in a similar way.

Many types of marine algae produce
a substrate called dimethlysulfoniopro-
pionate (DMSP), which is broken down
chemically into dimethyl sulfide (DMS)
and acrylate by an enzyme called DMSP
lyase. This DMS plays a major role in
the global sulfur cycle, cloud formation,
and possibly climate control. Acrylate
is known to be poisonous to microor-
ganisms.

Both DMSP and DMSP lyase reside
within algal cells, but the chemical reac-
tion doesn’t take place unless a cell is
injured—by a hungry predator, for
example. Researchers can monitor the
amount of algae ingested by a predator
in the lab by measuring the amount of
DMS that diffuses out of it.
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Gordon V. Wolfe, a microbial ecologist
at Oregon State University in Corvallis,
and his colleagues at the University of
Bremen in Germany have found that
some protozoa which are sensitive to
large amounts of DMSP lyase can survive
on algae that make only small amounts of
the enzyme. Even protozoa that eat high-
enzyme-producing algae prefer the low
producers, they report in the June 26
NaTURE. The researchers suggest that the
potential for creating acrylate somehow
deters predators.

“The idea that DMSP lyase is a grazing
deterrent is really interesting,” says Diane
Stoecker, a biological oceanographer at
the University of Maryland’s Horn Point
Environmental Laboratory in Cambridge,
Md. “DMSP is produced in response to
extreme environmental conditions, such
as high salt concentrations, but a lot of
algae that aren’t exposed to extreme con-
ditions produce it too. Until now, there
hasn’t been a good explanation.”

When Wolfe's research team fed a pro-
tozoan, Oxyrrhis marina, a mixture of
low- and high-DMSP lyase-producing
algae, they detected little DMS for 24
hours. Then the amounts rose. Wolfe
interprets this to mean that the protozoa
consumed the low-enzyme producers
before attacking the others.
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