Psychology’s
Tangled Web

Deceptive methods may backfire
on behavioral researchers
By BRUCE BOWER

with memorable succinctness the

unanticipated pitfalls of trying to
manipulate others: “O, what a tangled
web we weave, when first we practice to
deceive.”

The poet’s tangled web aptly symbol-
izes the situation that some psychologi-
cal researchers now find themselves
struggling with.

Consider a study conducted recently
by Kevin M. Taylor and James A. Shep-
perd, both of the University of Florida in
Gainesville. Seven introductory psychol-
ogy students took part in their pilot
investigation, which measured the extent
to which performance on a cognitive
task was affected by experimenter-pro-
vided feedback after each of several
attempts. Because of a last-minute can-
cellation by an eighth study recruit, the
researchers asked a graduate student to
pose as the final participant.

Only the graduate student knew before-
hand that feedback was designed to mis-
lead participants in systematic ways about
their successes and failures on the task.

At the conclusion of the trials, an exper-
imenter who had monitored the proceed-
ings briefly left the room. Although they
had been warned not to talk to one anoth-
er, the seven “real” participants began to
discuss the experiment and their suspi-
cions about having been given bogus
feedback. A brief comparison of the feed-
back they had received quickly uncov-
ered the researchers’ deceptive scheme.

When the experimenter returned, par-
ticipants acted as though nothing had
happened. The experimenter announced
that the trials had included deception
and asked students on three separate
occasions if they had become suspicious
of anything that happened during the lab-
oratory experience. All of them denied
having had any misgivings, in interviews
as well as on questionnaires, and divulged
nothing about their collective revelation.

At that point, the experimenter dis-
missed the students and expressed con-
fidence that they had provided useful
data. The graduate stand-in, who purely
by chance had witnessed the partici-
pants’ secret deliberations, unburdened
him of that illusion.

I n Marmion, Sir Walter Scott describes
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In a letter published in the August 1996
AMERICAN PsycHoLoGIST, Taylor and Shep-
perd bravely fessed up to having had the
tables turned on them by their own stu-
dents. In the process, they rekindled a
long-running debate about whether psy-
chologists should try to fool research
subjects in the name of science.

“Our seven participants do not repre-
sent all experimental participants,” the
Florida investigators concluded. “Never-
theless, their behavior suggests that,
even when pressed, participants cannot
be counted on to reveal knowledge they
may acquire or suspicions they may
develop about the deception or experi-
mental hypotheses.”

eceptive techniques have gained
Dprominence in psychological re-

search, and particularly in social
psychology, since the 1960s. Moreover,
studies that place participants in fabri-
cated situations featuring role-playing
confederates of the investigator have
attracted widespread attention.

Consider a 1963 investigation conduct-
ed by the late Stanley Milgram, which still
pervades public consciousness. Although
ostensibly recruited for a study of learn-
ing and memory, volunteers unwittingly
took part in Milgram’s exploration of the
extent to which people will obey authori-
ty figures.

Many volunteers accepted the exhor-
tations of a stern experimenter to deliver
increasingly stronger electric shocks to
an unseen person in an adjoining room
every time that person erred in recalling
a list of words. Nearly two-thirds of the
participants agreed to deliver powerful
shocks to the forgetful individual—a con-
federate of Milgram’s who received no
actual shocks but could be heard
screaming, pounding the wall, and beg-
ging to leave the room.

Milgram’s study inspired much debate
over the ethics of deceiving experimental
subjects and whether data collected in
this way offer clear insights into the nature
of obedience or anything else. It also her-
alded a growing acceptance of deceptive
practices by social psychologists.

Researchers have tracked this trend
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by monitoring articles appearing in the
JOURNAL OF PERSONALITY AND SOCIAL PSYCHOL-
0GY, regarded by most as a premier publi-
cation. Only 16 percent of empirical stud-
ies published there in 1961 used decep-
tion. That proportion rose to nearly 47
percent in 1978, dipped to 32 percent in
1986, and returned to 47 percent in 1992.
The investigators generally agree that an
even larger portion of studies published
in other social psychology journals have
included deceptive techniques.

Deception still occurs relatively fre-
quently in social psychology studies,
although less often than in 1992, holds
psychologist James H. Korn of Saint Louis
University, who has investigated the
prevalence of these practices and writ-
ten a book titled lllusions of Reality: A His-
tory of Deception in Social Psychology
(1997, State University of New York
Press). Dramatic cases of experimental
manipulation like Milgram’s obedience
study rarely appear anymore, he adds.

Instead, deception now usually involves
concealing or camouflaging an experi-
ment’s true purpose in order to elicit
unguarded responses from volunteers.
For instance, researchers running a study
of the effects of misleading information
on memories of a traffic accident present-
ed in a series of slides may simply tell
participants that they’re conducting an
analysis of attention. After completing
the study, volunteers get a full explana-
tion of its methods and goals from experi-
menters in a debriefing session.

In Korn’s view, this mellowing of decep-
tive tactics partly reflects an injunction in
the current ethical guidelines of the
American Psychological Association that
“psychologists never deceive research
participants about significant aspects that
would affect their willingness to partici-
pate, such as physical risks, discomfort,
or unpleasant emotional experiences.”

et, as Taylor and Shepperd’s hum-
Y bling experience demonstrates,

even the softer side of deception
can have rough edges. In fact, the clan-
destine knowledge of the Florida recruits
underscores the need to do away entirely
with deception in psychological research,
argue economist Andreas Ortmann of
Bowdoin College in Brunswick, Maine,
and psychologist Ralph Hertwig of the
Max Planck Institute for Human Develop-
ment in Munich, Germany. Suspicions of
being misled may affect subjects’ re-
sponses and complicate interpretation
of the results.

A number of like-minded critics have
challenged the ethics of using deceptive
techniques, whether or not they generate
compelling findings. Ortmann and Hertwig
take a more practical stand. They regard
deceptive procedures—even in mild
forms promulgated by a significant minori-
ty—as the equivalent of methodological
termites eating away at both the reputa-
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tion of all psychological researchers and
the validity of their findings.

People in general, and the favorite
experimental guinea pigs—college under-
graduates—in particular, have come to
expect that they will be misled in psychol-
ogy experiments, Ortmann and Hertwig
argue. Each new experiment in which par-
ticipants are deceived and debriefed sets
off another round of extracurricular dis-
cussions about psychologists’ sneaky
ruses, they say.

This process transforms interactions
between a researcher and a participant
into a reallife episode of a repeated pris-
oner’s dilemma game, the researchers
contended in the July 1997 AMERICAN Psy-
CHOLOGIST. In these games, two or more
people choose either to cooperate or to
pursue self-interest in some task over
many trials.

A selfish choice by one person yields a
big payoff to that player and virtually
nothing for everyone else; cooperation
by all players moderately benefits every-
one; and multiple selfish moves leave
everyone with little or nothing. Coopera-
tion in these games quickly unravels
when an identifiable player consistently
opts for self-interest (SN: 3/28/98, p. 205).

Likewise, participants who have reason
to believe that they will somehow be
deceived by psychologists are likely to
turn uncooperative in the laboratory—and
in ways that a researcher may not notice,
according to Ortmann and Hertwig.

“Psychologists have good intentions
and follow their ethical manual, but they
still foster mistrust in their subjects when
they use deception,” Ortmann says. “This
is a question of clean research design, not
just ethics.”

Most experimental economists avoid
using deceptive methods because of con-
cerns about their corrosive effects on
the discipline’s reputation among poten-
tial research participants, the Bowdoin
researcher holds. Economics studies
depend on highly structured games,
such as the prisoner’s dilemma, which
require volunteers to enact an explicit
scenario; investigators monitor changes
in behavior over a series of trials. Each
participant receives a monetary pay-
ment based on his or her overall perfor-
mance in the experiment.

In contrast, Ortmann and Hertwig
assert, psychologists usually do not ask
volunteers to assume a specific role or
perspective in performing mental tasks,
do not conduct multiple trials, and pay
participants a flat fee or nothing. Recruits
get a poor feel for the purpose of these
experiments and are likely to second-
guess the scientist’s intentions, especial-
ly if they suspect that a study includes
deception.

Such suspicions flare up all too easily
in studies of ongoing social interactions
in which one participant secretly plays a
fixed role at the researcher’s behest,
notes psychologist William Ickes of the
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University of Texas at Arlington. Volun-
teers who try to talk spontaneously with
such a confederate often note an unnat-
ural or bizarre quality to the conversa-
tion and become wary of the entire
experiment, Ickes says.

The Texas scientist, who studies
empathic accuracy (SN: 3/23/96, p. 190),
focuses on undirected and unrehearsed
encounters between volunteers.

Deception-free methods do not sift out
all experimental impurities. Economics
research, for instance, places individuals
in abstract, potentially confusing situa-
tions that may have limited applicability
to realife exchanges of money and goods,

Ortmann says. Still, the use of deceptive
techniques would stir up mistrust among
research subjects and throw the whole
enterprise off course, he argues.

ritics of Ortmann and Hertwig’s
c call to outlaw all forms of experi-

mental deception defend its use in
judicious moderation. Three psycholo-
gists elaborate on this view in the July
AMERICAN PSYCHOLOGIST.

“The preponderance of evidence sug-
gests that deceived participants do not
become resentful about having been
fooled by researchers and that deception
does not negatively influence their per-
ceptions about psychology or their atti-
tudes about science in general,” states
Allan J. Kimmel of the Ecole Supérieure
de Commerce de Paris, France.

Several surveys of people who have
participated in psychological studies that
included deceptive tactics find that, com-
pared to their counterparts in nondecep-
tive experiments, they report having
enjoyed the experience more and having
learned more from it, Kimmel says.

Deceptive studies that include careful
debriefing sessions preserve psychology’s
reputation, adds Arndt Broder of the Uni-
versity of Bonn in Germany. In his own
department, Broder notes, during the
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debriefing the researchers explain the
nature and necessity of experimental
deceptions to all participants, most of
whom agree to take part in further studies.

Sometimes researchers have no alter-
native but to hide their intentions from
participants, contends Korn. A total ban
on deception would obstruct certain
types of work, he says, such as explo-
rations of how people form and use eth-
nic and religious stereotypes.

Positive attitudes expressed on surveys
and continued willingness to show up for
experiments do not reassure Ortmann
and Hertwig that participants accept
experimental situations and researchers’
directions at face value.

It is not necessarily deception when a
researcher fails to tell participants the
purpose of an experiment, they say, but
it is always deception if a researcher tells
falsehoods to participants in the course
of an experiment.

At that point, a tangled web of social
interactions may begin to trip up scientif-
ic progress. Participants who unravel a
scientific fib may feel that they should
not know more about an experiment than
the researcher tells them and that such
knowledge may invalidate their respons-
es, maintain Taylor and Shepperd. As a
result, perceptive volunteers zip their
lips and make nice for the investigator.

All sorts of unspoken inferences by
participants can intrude on the best-laid
research plans, even if they exclude
deception, argues Denis J. Hilton of the
Ecole Supérieure des Sciences Econo-
miques et Commerciales in Cergy-Pon-
toise, France.

In the September 1995 PSYCHOLOGICAL
BULLETIN, Hilton analyzed how volun-
teers’ assumptions about the meaning of
experimental communications in several
areas of psychological research can
affect their responses.

For example, participants often read
more into response scales than experi-
menters had intended. In a study noted
by Hilton that asked volunteers how
often they had felt irritated recently,
those given a scale ranging from “several
times daily” to “less than once a week”
reported relatively minor irritations, such
as enduring slow service at a restaurant.
Those given a scale ranging from “several
times a year” to “less than once every 3
months” cited more extreme incidents,
such as a marital fight. The time frame
provided by the scales shaped the way
in which irritating episodes were defined
and tallied.

Further complications in interpreting
responses ensue when participants mis-
trust a researcher’s objectives, Ortmann
asserts.

“The question of whether deception
matters deserves further inquiry,” he
remarks. “Too often, we as scientists don’t
think carefully about methodological
issues and take for granted our experi-
mental conditions.” O
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